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Abstract—The increase in volume and movement of cloud data in 
the real world, leads to third party threatening. That could be 
avoided by using certain data protection techniques. Since, most of 
the cloud data is associated to patient’s health information or 
concerning the personal business. These kinds of data are under high 
risk, due to malicious access. Conversely, the conventional security 
solution is competing to handle these issues by means of big data. 
Due to their quality of mobility and time complexity, high protection 
is to be provided to the big data. In this article, the proposed 
architecture incorporates safe and sound security ahead of executing 
data mobility execution, redundancy and analysis. The security 
towards data movement can be achieved based on the association 
between level of risk and its outcome, based on data feature like 
confidentiality and access mode like public. The Hadoop Distributed 
File system is used towards big data, based on the aforementioned 
classification. This, predicts from malicious access, and ensures 
security to data mobility in cloud environment. 

1. INTRODUCTION 

The growing volume of data due to social media, business, 
finance and healthcare, needs a huge storage and retrieval 
facility with a reduced amount of risk. This has its own 
process to analyze and correlate the user needed information. 
Distributed File handling technique called Hadoop File 
Handling System (HDFS) acts as a tool, used to reduce 
redundant data, to implement effective data storage and 
mining. Whenever, the Big Data is used to handle variety of 
data like structured, semi structured and unstructured, Hadoop 
File System (HDFS) on the distributed environment helps to 
store and administer these data sets to avoid redundant data 
file, and improve the automated decision making process in 
critical situation to reduce risk factor. This always ropes to 
loyalty, dependability, elasticity and similar dispensation in 
distributed structural design, then fog computing came into 
picture to improve the security by storing the data at different 
servers with different ratios, by restricting the hackers from 
malicious access. This can be achieved by using the 
technology called big data with data mobility, by using Map 
Reducing Scheme, to improve the effective utilization of the 
storage space. 

The goal of the cyber hackers is to attack the cloud data via 
virtual communication. Guest operating system generates 

periodically the log table entry of virtualized machines. By 
collecting such information, the attack type is extracted, by 
making use of the Map Reduce technique (MR). The parser in 
the MR is used to identify the nature of the attack, and the 
percentage is calculated through Machine Learning and logical 
degeneration technique. 

The presence of the attack is observed by applying malware 
with existing virtualized schemes. This is very cost effective 
with minimum operational overhead. In conventional cloud 
technology outsourcing of data leads to security leakage.  

This has been ignored in the past. But could be resolved using 
a methodology called linear System Outsourcing (LSO) is 
having high security without extricating spsaring This reduces 
the complexity in calculation by solving linear regressive 
equations. These sort of linear calculations helps to reduce the 
input output complications with respect to memory and also 
increases the protection level at user level. The calculations 
has been implemented on to the Amazon Web Services 
(AWS) and proven with efficiency with security up to 74%. on 
big data in cloud environment. 

Memory Management in Big data has a new technology with 
as a mile stone called MemepiC. This has huge no of users, 
due to attracted feature called DRAM allocation along with 
advanced hardware devices. On the other hand this has a 
greater progression in the systems functioning with respect to 
its memory. In case of data analytics and storage MempiC 
helps to perform the task with low latency with increased 
efficiency in storage of data depending up on its analytics. 
Through this technology, Remote Direct Memory Access 
(RDMAS) scheme is used. In Big Data, data analytics plays a 
imperative role in decision making process. This is achieved 
by sending the key value of distributed storage. 

2. LITERATURE SURVEY: 

Author Ke Cheng et.al. [7] Proposed a system for spatial big 
data analytics using secured cloud environment. In his 
methodology author uses multimedia data bases to provide the 
services using clustering. The advantage is it ensures secrecy 
and privacy to handle the encryption and decryptions 
separately. While the data is outsourced, Here, it is the 
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decision of the owner to encrypt and decrypt by using his own 
keys or multiple keys without any dependency and sharing. 
This enhances both secrecy and confidentiality to Big Data. 

Jun Wu, et.al. [8] Presented a technique based on sophisticated 
connections through interaction to provide better security to 
huge user information called big data. This stimulates 
providing security by detecting the issues primarily to increase 
the confidentiality. Author addresses the problem, and 
proposes a new line of attack, called situational awareness 
mechanism to predict the security issues in any type of 
network associated to big data and smart grid 

B. Saraladevia et al. [9] proposes a system based on big data 
through Hadoop File Systems, to direct, allocate and save 
multi user information. The author states different problems 
with security perspective in Hadoop Design architecture in 
HDFS. And also author ensures data security by following 
three different methodologies like HDFS, Kerberos, and 
algorithmic approach. These techniques were used on the 
sensitive data to reduce the redundancy of user data. So, 
finally, author concludes that integration of these three 
technologies has improved security. 

Thu Yein Win et.al.[10] proposed a system to enhance the 
security in the virtualized environment of big data cloud 
Architecture. In real time, author addressed the problem like 
cyber attackers, to prevent from such attacks author introduced 
a mechanism called mining of attack based on identification 
and attacking path. These are created by using chart based 
occurrence association used to identify the exact user by using 
fuzzy identification logic; chance of attack is calculated based 
on key fields of the attacker, to determine the type and no of 
occurrence of the attack. So, this technique could be used to 
detect advanced attacks in VM resided in Big Data using 
HDFS Map Reduce Approach. 

Zheng Yan,et.al.[12] proposes a new technique to detect the 
data redundancy. So far, there is no technique to detect 
redundancy in the encrypted file. The proposed technique will 
work on the basis of user encrypted data after deducting 
duplicate entries, by applying a mechanism called as proxy 
reentry. The advantage of this technique is its efficiency in 
storage and retrieval with reduced time. The proposed system 
with encrypted deduplication supports for updations at user 
level over distributed data, even the owners of database are 
offline. 

Maziar Goudarzi et.al.[13] proposed a system heterogeneous 
data processing for secured big data comparatively gives 
better processing results. And the conventional system is 
working on the basis of batch process oriented applications. 
This envisioning technology gave a path on extracting and 
needed Information by gaining knowledge using the Map 
Reduce (MR) architecture type. And also author addressed on 
the subject of various challenging feature extraction technique 
with data analytics and in future the research is predicted to 

extend batch processing with the forthcoming trend related big 
data analytics and data processing. 

Sergio Salinas et.al.[14] proposed a system to solve the sparse 
linear systems of equations in big data. In the proposed system 
author notified that Linear System of equations (SLSE) are 
used to hide the security related legacy information against the 
service providers due to security policy. Compared to the 
existing system with LSE. The proposed system has been 
proven for its execution against user security, with less 
complexity and reduced error during the process of 
outsourcing. matrix technique is an added advantage, 
Implemented in Amazon Elastic Cloud EC2 and proven the 
efficiency in performance at 74%.. This has proven the 
privacy with SLSE, but in future running time can be reduced. 

3. SYSTEM ARCHITECTURE 

The architectural design of HDFS in Fig.1 states the file 
system with file loading, the different structures of files are 
generated every second in terabytes and petabytes as in the 
form of audio, video, image and text. And may be structured, 
unstructured or semi structured in distributed environment of 
cloud architecture. The conventional big data is suffering from 
security due to public storage access. So the proposed design 
of big data has been created with map reduce MR-Technique 
to handle sensitive data in mission critical applications. There 
are six different phases in our proposed design aim to address 
the methodology to incorporate secrecy related procedure to 
reduce the risk of data movement in cloud, by constructing the 
data security through algorithmic approach, by following the 
design constructs as follows. 

HDFS-File System Initially it is constructed to provide 
security to the big data. But it is hard to implement for the 
huge volume of data. The data delivered to the end user is in 
the form of key value. Securing the whole data or data set is 
difficult in real time instead attribute or field specified by the 
user can be protected. The factors which determine the 
construction of classification depends upon categorization, 
forecasting, grouping and relationship rule discovery. 

 
Fig. 1: HDFS Architecture 
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Based on these four factors the classification architecture is 
constructed with the following phases. 

HDFS-File Processing Phase 
The design structure starts with the first phase called Hadoop 
File System (HDFS) these files may consists the text data, 
video, and audio. This is to be processed in the first phase. 
Further the unstructured or semi structured data has to be sent 
to processing. 

Data Generation regarding the File Content Phase  
In this phase the data on the file, like the name, no of 
attributes, size, time and owner are generated. If the data 
concerning the file is not generated along with the file in 
transfer, immediately the relevant information is inserted to 
the file at this level. Then classification is carried out based on 
the request. If the file is public, then no additional field is 
added towards the security of the data. If not additional field 
for security will be added. 

HDFS-Classification Phase Data with reference to the file 
is to be generated to group the file content under distributed 
environment. Classification technique is proposed to carry out 
the task of generating the data in relation to file content like 
the name with extension, time stamp, size etc. In this situation 
the different format of files are classified and segmented into 
different no of logical spells. Each file may be of equal in size 
like 128MB. Then, each such reduced spells of data is sent to 
the map reduce Phase. 

HDFS-Mapping Phase The spells of data size of 128 MB 
are checked for its availability with respect to the memory. If 
the existing data size is matches with the memory, then the 
data size is send to the mapping process. If not, based on the 
classification file data is checked for its mapping process with 
one or more Mapper, by converting their different format into 
the unique text file. A constraint on the nature of the data like 
private of public data is confined before mapping process by 
verifying the attributes like data on the subject of the file. 

HDFS-Reducing Phase In this phase the classified data set 
is checked for its redundancy. The output from the mapper 
process is passed as an input. If any such redundant data is 
found while storing, transferring and loading process, this may 
cause more storage space and unauthorized access with data 
leakage. To overcome with this problem, redundant data set is 
deleted from the memory for effective utilization. Thereby, the 
Reducing phase generates the output zero for public data, one 
for the private data with secrecy.  

HDFS-Security 
The user data along with his reference to file content has been 
send to the cloud are encrypted, with allocated key certificates, 
to enhance security to data in transit. By making use of the 
random key generated by the sender, data transmission is 
taken place by referring the block identifier with the name 
node. After receiving the identified blocks, the receiver 
generates the sharable key to the sender based on the name 

node. Then, the data node of the receiving end uses the 
encrypted key to activate a request towards migration of data. 
After receiving any such request the sender started decrypting 
the data for authorization, by getting the approval for the 
packet of information starts transmitted from the sender to the 
receiver through response. The process is repetitively 
continued till confirmation is generated, to check for its 
availability. Whenever, the process of transmission ends 
immediately hash value for the data is generated to check for 
its timestamp. This is how the process of communication is 
implemented 

HDFS-Algorithms 
The HDFS algorithm has been segmented into two major 
parts, similar to data categorization and security enhancement. 
As soon as files are loaded in the cloud, the classification 
algorithm classifies the data files based on the type and splits 
the file content into similar blocks of 128 Mb. After 
classification security is enhanced with that key value of the 
data next to file content. Data in relation to the file content is 
attached for the private file. If it is public data then simply file 
content is spitted into no of similar block size with 128MB. 

Algorithm for Categorization 

Step1: Start HDFS-File processing 

Step2: Obtain the data about the file content DAFC Of HDFS. 

Step3: If data about file content is found then 

Step4: goto Security Enhancement Algorithm SEA 

Step5: else 

Step6: if type of the file is not text then convert into text file 
then 

Step7: do steps from 12-15 

Step8: else 

Step9: do steps 9 -11 

Step10: HDFS-Data about file content is to be defined DAFC 

Step11: Put the value for HDFS- DAFC 

Step12: go to SEA 

Step13: Conversion of file into text format 

Step14: Implementing HDFS-Mapping process to each data 
segment 

Step15: Determine the HDFS is private or public based on the 
segment of whole file content. 

Step 16: Obtain the results of the HDFS-Classifier 

Step 17: HDFS-Reducer results into a single unit of data by 
avoiding redundancy. 

Step 18: If the HDFS-Mapping is confidential then 
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Step 19: Then result is checked for its privacy DAFC of 
HDFS. 

Step 20: Else 

Step 21: Then the result obtained is public 

Step22: If the result obtained by HDFS-Reducer is private 

Step23: Then result is checked for its privacy DAFC of HDFS 

Step 24: Goto SEA 

Step 25: Else 

Step 26: Then the result obtained is public 

Step 27: Goto SEA 

Step 28: Stop Processing. 

The above algorithm works on to the loaded files into HDFS 
for classification, then security is enhanced with encryption by 
getting the consent from both the parties for the data block 
then, public files are stored as such by secret files are encoded 
with secret key value using HDFS-SEA, then sent calling 
HDFS-Mapping and HDFS-Reducing process. 

Security Enhancement Algorithm: 

Step1: Start HDFS-SEA 

Step2: if the data from HDFS- DAFC is secured then 

Step3: do steps 5-23 

Step4: else 

Step5: goto step 23 

Step6: Cloud sender Sends Name Node to SCN sends DAFC 
with shared keyvalue pkey to Cloud Receiver Name 
Node. 

Step7: Destination Cloud Data Node sends tokens to access 
the blocks of data P using pkey to Cloud Receiver and 
request for transferring the file content. 

Step8: Data Node of the Cloud sender verifies the 
authentication based on key value pkey 

Step9: After receiving the pkey the cloud sender Sends the 
received token along with the pkey with its 
corresponding hash value to the receiver cloud. 

Step10: Cloud Receiver checks the pkey with its hash value 
send by the Cloud Sender 

Step11:Cloud Receiver transmits the acknowledgement along 
with pkey to Cloud Receiver 

Step12: if time of transaction is less than 0 

Step13: Cloud Senders used to wait for the acknowledgement 
from the receiver. 

Step14: else 

Step15: if the transaction is retransmitted due to denial of 
service 

Step16: repeat the above stated step 9 with pkey and its hash 
value 

Step17: else 

Step18: Cloud Sender’s Data Node is impelled 

Step19: if the redundant copy of the Receiving cloud is greater 
than the maximum value set then 

Step20: The Receiving Cloud is Data is provoked 

Step21: The Cloud Sender will receive the acknowledgement 
and check for the data or file content with Data Node 

Step22.: End 

Step23: End HDFS-SEA 

4. Performance Analysis The efficiency of the algorithm is 
measured based on the factor called Name Node of the Cloud 
Data Sender and Cloud Data Receiver. Here the key 
generation is done by the Cloud Data Receiver with random 
key with hash value. Based on the Hash Table Entry tokens 
are generated to create two valued hash entries to encrypt 
without any delay to transform the data content. By 
implementing this conventional technique, time and cost 
overheads are huge. to overcome with this complexity cloud 
data sender and cloud data receiver among acknowledgement 
phase is implemented so that packets can be transmitted with 
reduced time and cost overhead. So that HDFS-SEA algorithm 
enforces security to data in transit via encryption and 
decryption to those of private in nature as in the form of key 
generation and acceptance technique. this is highly 
confidential and enhances the security aspect in HDFS via 
classification practice. HDFS-Map Reducing technique allows 
to avoid the redundant data improves the effective utilization 
of storage efficiency. 

 
Fig. 2: Comparative Transmission Response Time of File content 
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5. Conclusion The advanced security in big data could be 
achieved by the aforementioned algorithms like HDFS-
Classification and HDFS-SEA. This exhibits a challenge in 
reduced risk with high efficiency in providing security 
towards data transmitted in the cloud . The key invention 
technique helped to enhance the security by verification of the 
user and receiver through confidential acknowledgement 
process. The HDFS-Mapping technique maps the 
corresponding file content from the source to destination, 
irrespective of the data type and content. The HDFS-Reducing 
functionality helps in achieving the effective storage 
utilization by deleting the redundant content. In future, the 
time delay is intended to be reduced again to transfer more 
content in Big Data by reducing the delay time.  
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